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Executive Summary

he arrival of ChatGPT in November 2022 initi-
ated both great excitement and fear around the 
world about the potential and risks of artificial 

intelligence (AI). In response, several AI labs, national 
governments, and international bodies have launched 
new research and policy efforts to mitigate large-scale 
AI risks. However, growing efforts to mitigate these risks 
have also produced a divisive and often confusing debate 
about how to define, distinguish, and prioritize severe 
AI hazards. This categorical confusion could complicate 
policymakers’ efforts to discern the unique features and 
national security implications of the threats AI poses—
and hinder efforts to address them. Specifically, emerging 
catastrophic risks with weighty national security impli-
cations are often overlooked between the two dominant 
discussions about AI concern in public discourse: 
present-day systemic harms from AI related to bias 
and discrimination on the one hand, and cantankerous, 
future-oriented debates about existential risks from AI 
on the other.

 
This report aims to: 

Demonstrate the growing importance of mitigating AI’s 
catastrophic risks for national security practitioners

Clarify what AI’s catastrophic risks are (and are not)

Introduce the dimensions of AI safety that will most 
shape catastrophic risks 

Catastrophic AI risks, like all catastrophic risks, demand 
attention from the national security community as 
a critical threat to the nation’s health, security, and 
economy. In scientifically advanced societies like the 
United States, powerful technologies can pose outsized 
risks for catastrophes, especially in cases such as AI, 
where the technology is novel, fast-moving, and relatively 
untested. Given the wide range of potential applications 
for AI, including in biosecurity, military systems, and 
other high-risk domains, prudence demands proactive 
efforts to distinguish, prioritize, and mitigate risks. 
Indeed, past incidents related to finance, biological and 
chemical weapons, cybersecurity, and nuclear command 
and control all hint at possible AI-related catastrophes in 
the future, including AI-accelerated biological weapons 
of mass destruction (WMD) production, financial 
meltdowns from AI trading, or even accidental weapons 

exchanges from AI-enabled command and control 
systems. In addition to helping initiate crises, AI tools can 
also erode states’ abilities to cope with them by degrading 
their public information ecosystems, potentially making 
catastrophes more likely and their effects more severe.

Perhaps the most confusing aspect of public discourse 
about AI risks is the inconsistent and sometimes inter-
changeable use of the terms “catastrophic risks” and 
“existential risks”—the latter often provoking strong 
disagreements among experts. To disentangle these 
concepts, it is helpful to consider different crises along 
a spectrum of magnitude, in which the relative ability 
of a state to respond to a crisis determines its classifi-
cation. By this definition, a catastrophic event is one 
that requires the highest levels of state response, with 
effects that are initially unmanageable or misman-
aged—causing large-scale losses of life or economic 
vitality. Existential risks are even larger in magnitude, 
threatening to overwhelm all states’ ability to respond, 
resulting in the irreversible collapse of human civili-
zation or the extinction of humanity. Both differ from 
smaller-scale crises, such as emergencies and disasters, 
which initiate local and regional state crisis manage-
ment responses, respectively. While the prospect of 
existential risks unsurprisingly provokes pitched dis-
agreements and significant media attention, catastrophic 
risks are of nearer-term relevance, especially to national 
security professionals. Not only are catastrophic risks 
less speculative, but the capabilities that could enable 
AI catastrophes are also closer to development than 
those that would be of concern for existential risks. 
Catastrophic AI risks are also, in many cases, variants 
on issues that the U.S. government has already identi-
fied as high priorities for national security, including 
possibilities of nuclear escalation, biological attacks, or 
financial meltdowns.

Despite recent public alarm concerning the cata-
strophic risks of powerful “deep learning”–based AI tools 
in particular, the technology’s integration into high-risk 
domains is largely still in its nascent forms, giving the 
U.S. government and industry the opportunity to help 
develop the technology with risk mitigation in mind. But 
accurately predicting the full range of the most likely AI 
catastrophes and their impacts is challenging for several 
reasons, particularly as emerging risks will depend on the 
ways in which AI tools are integrated into high-impact 
domains with the potential to disrupt society. Instead, 
this report distills prior research across a range of fields 
into four dimensions of AI safety shaping AI’s cata-
strophic risks. Within each dimension, the report outlines 
each issue’s dynamics and relevance to catastrophic risk.

T
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Though presented individually, in practice the 
issues described are most likely to lead to catastrophic 
outcomes when they occur in combination. Taken 
together, perhaps the most underappreciated feature 
of emerging catastrophic AI risks from this exploration 
is the outsized likelihood of AI catastrophes origi-
nating from China. There, a combination of the Chinese 
Communist Party’s efforts to accelerate AI development, 
its track record of authoritarian crisis mismanagement, 
and its censorship of information on accidents all make 
catastrophic risks related to AI more acute. 

To address emerging catastrophic risks associated with 
AI, this report proposes that:

 ¡ AI companies, government officials, and journalists 
should be more precise and deliberate in their use 
of terms around AI risks, particularly in reference to 
“catastrophic risks” and “existential risks,” clearly 
differentiating the two. 

 ¡ Building on the Biden administration’s 2023 execu-
tive order on AI, the departments of Defense, State, 
Homeland Security, and other relevant government 
agencies should more holistically explore the risks 
of AI integration into high-impact domains such as 
biosecurity, cybersecurity, finance, nuclear command 

and control, critical infrastructure, and other high-risk 
industries. 

 ¡ Policymakers should support enhanced develop-
ment of testing and evaluation for foundation models’ 
capabilities.

 ¡ The U.S. government should plan for AI-related 
catastrophes abroad that might impact the United 
States, and mitigate those risks by bolstering American 
resilience. 

 ¡ The United States and allies must proactively establish 
catastrophe mitigation measures internationally where 
appropriate, for example by building on their promo-
tion of responsible norms in autonomous weapons and 
AI in nuclear command.

AI-related catastrophic risks may seem complex and 
daunting, but they remain manageable. While national 
security practitioners must appraise these risks soberly, 
they must also resist the temptation to over-fixate on 
worst-case scenarios at the expense of pioneering a 
strategically indispensable, powerful new technology. 
To this end, efforts to ensure robust national resilience 
against AI’s catastrophic risks go hand in hand with 
pursuing the immense benefits of AI for American 
security and competitiveness. 

Safety Dimension Question Issues 

New capabilities What dangers arise from new AI-enabled 
capabilities across different domains?

 ¡ Dangerous capabilities
 ¡ Emergent capabilities
 ¡ Latent capabilities

Technical safety 
challenges

In what ways can technical failures in AI-
enabled systems escalate risks?

 ¡ Alignment, specification 
gaming

 ¡ Loss of control
 ¡ Robustness

 ¡ Calibration
 ¡ Adversarial attacks
 ¡ Explainability and 

interpretability

Integrating AI 
into complex 
systems

How can the integration of AI into 
high-risk systems disrupt or derail their 
operations?

 ¡ Automation bias
 ¡ Operator trust
 ¡ The lumberjack effect
 ¡ Eroded sensitivity to 

operations

 ¡ Deskilling, enfeeblement
 ¡ Tight coupling
 ¡ Emergent behavior
 ¡ Release and proliferation

Conditions of AI 
development

How do the conditions under which 
AI tools are developed influence their 
safety?

 ¡ Corporate and geopolitical 
competitive pressures

 ¡ Deficient safety cultures
 ¡ Systemic underinvestment 

in technical safety R&D

 ¡ Social resilience
 ¡ Engineering memory life 

cycles

@CNASDC
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Introduction

ince ChatGPT was launched in November 2022, 
artificial intelligence (AI) systems have captured 
public imagination across the globe. ChatGPT’s 

record-breaking speed of adoption—logging 100 million 
users in just two months—gave an unprecedented 
number of individuals direct, tangible experience with 
the capabilities of today’s state-of-the-art AI systems.1 
More than any other AI system to date, ChatGPT and 
subsequent competitor large language models (LLMs) 
have awakened societies to the promise of AI technol-
ogies to revolutionize industries, cultures, and political 
life. This public recognition follows from a growing 
awareness in the U.S. government that AI, in the words 
of the National Security Commission on Artificial 
Intelligence, “will be the most powerful tool in gener-
ations for benefiting humanity,” and an indispensable 
strategic priority for continued American leadership.2

But alongside the excitement surrounding ChatGPT 
is growing alarm about myriad risks from emerging 
AI capabilities. These range from systemic bias and 
discrimination to labor automation, novel biological and 
chemical weapons, and even—some experts argue—the 
possibility of human extinction. The sudden explo-
sion of attention to such diverse concerns has ignited 
fierce debates about how to characterize and prioritize 
such risks. Leading AI labs and policymakers alike are 
beginning to devote considerable attention to cata-
strophic risks stemming from AI specifically: OpenAI 
launched a purpose-built Preparedness team to address 
these risks, just as Anthropic crafted a Responsible 
Scaling Policy to “require safety, security, and opera-
tional standards appropriate to a model’s potential for 
catastrophic risk.”3 In November 2023, 28 countries 
signed the Bletchley Declaration, a statement resulting 
from the United Kingdom's (UK’s) AI Safety Summit, 
that likewise affirmed AI’s potential to produce “cata-
strophic” harms.4

For national security practitioners, the maelstrom of 
often-conflicting opinions about the potential harms of 
AI can obscure emerging catastrophic risks with direct 
national security implications. Between the attention 
devoted to the range of harms AI is already causing 
in bias, discrimination, and systemic impacts on the 
one hand, and the focus on future-oriented debates 
about existential risks posed by AI on the other, these 
emerging catastrophic threats can be easily overlooked. 
That would be a major mistake: progress in AI could 
enable or contribute to scenarios that have debili-
tating effects on the United States, from enhanced 

bioterrorism to nationwide financial meltdowns to 
unintended nuclear exchanges. Given the potential 
magnitude of these events, policymakers urgently 
need sober analysis to better understand the emerging 
risks of AI-enabled catastrophes. Better clarity about 
the large-scale risks of AI need not inhibit the United 
States’ competitiveness in developing this strategically 
indispensable technology in the years ahead, as some 
fear. To the contrary, a more robust understanding 
of large-scale risks related to AI may help the United 
States to forge ahead with greater confidence, and to 
avoid incidents that could hamstring development due 
to public backlash. 

This report aims to help policymakers understand cat-
astrophic AI risks and their relevance to national security 
in three ways. First, it attempts to further clarify AI’s cat-
astrophic risks and distinguish them from other threats 
such as existential risks that have featured prominently 
in public discourse. Second, the report explains why 
catastrophic risks associated with AI development merit 
close attention from U.S. national security practitioners 
in the years ahead. Finally, it presents a framework of AI 
safety dimensions that contribute to catastrophic risks.

Despite recent public alarm concerning the cata-
strophic risks of AI, the technology’s integration into 
high-risk domains is largely still in its nascent forms, 
especially when speaking of more powerful AI systems 
built using deep learning techniques that took off 
around 2011 and act as the foundation for more recent 
breakthroughs. Indeed, current deep learning–based AI 
systems do not yet directly alter existing catastrophic 
risks in any one domain to a significant degree—at least 
not in any obvious ways. Unanticipated present risks 
notwithstanding, this reality should elicit reassurance 
at a time of widespread anxiety about AI risks among 
Americans, as it gives both the government and industry 
an opportunity to help guide the technology’s devel-
opment away from the worst threats.5 But this reality 
cannot encourage complacency: AI may pose very real 
catastrophic risks to national security in the years ahead, 
and some perhaps soon. The challenge for national 
security practitioners at this stage is to continuously 
monitor and anticipate emerging large-scale risks from 
AI as the technology rapidly evolves, often in unexpected 
ways, while the United States continues to ambitiously 
pursue AI’s transformative potential. To support that 
effort, this report proposes four key dimensions of AI 
safety—the technology’s novel capabilities, technical 
faults, integration into complex systems, and the broader 
conditions of its development—that will shape the risks 
of AI catastrophes going forward. 

S
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Terms & Concerns

hatGPT’s release launched once-obscure 
concerns about dangerous, high-impact AI events 
into the mainstream. Since ChatGPT's arrival, 

public discourse has seen an unprecedented focus on 
“existential risks”—the fear that AI could wipe out 
human civilization through a combination of super-
human intelligence and misalignment with humanity’s 
interests. But the groundswell of public interest in 
AI-related dangers has also confused the characteriza-
tions of these dangers, with experts and policymakers 
sometimes using terms such as “disaster,” “catastrophe,” 
and “existential threat” interchangeably, and sometimes 
to refer to different things.6 The abstract nature of the 
threats AI poses does not help: unlike nuclear weapons, 
AI does not explode, and the technology’s impacts—
even if considerable—are often indirect. For example, 
if AI tools are eventually able to help develop a highly 
lethal pandemic supervirus for nefarious purposes, the 
results could prove much more devastating than any 
one nuclear strike, even if the crucial role of AI is more 
subtle.

Despite this confusion in terms and concerns, 
AI-related dangers have firmly established themselves 
in public consciousness. Fear of extreme dangers 
from AI motivated thousands of individuals, including 
many industry leaders such as Elon Musk and Apple 
cofounder Steve Wozniak, to issue a statement calling 
for a minimum six-month pause on building more 
advanced AI systems in the wake of ChatGPT. The 
statement—which suggested a government morato-
rium if necessary—was driven by a fear of runaway 
AI capabilities posing “profound risks to society and 

C
humanity.”7 Roughly two months later, a broad coalition 
of pioneering AI scientists and other notable figures, 
from OpenAI CEO Sam Altman to Microsoft cofounder 
Bill Gates, signed a second concise statement expressing 
similarly grave concerns, asserting that “mitigating the 
risk of extinction from AI should be a global priority 
alongside other societal-scale risks such as pandemics 
and nuclear war.”8 Numerous leading publications have 
published articles exploring calamitous outcomes from 
advanced AI systems, further escalating fears among 
the public and decision-makers alike about devas-
tating outcomes from rapidly advancing AI systems.9 
A Quinnipiac poll published in May 2023 found that 
54 percent of Americans now believe that AI “poses a 
danger to humanity,” a sentiment echoed in a speech by 
Vice President Kamala Harris in which she declared that 
AI threats “could endanger the very existence of human-
ity.”10 Months later, the UK House of Lords published a 
report that identified catastrophic risks from AI as an 
area requiring “immediate attention” from the govern-
ment, while simultaneously warning that existential risks 
from AI were “exaggerated and must not distract policy-
makers from more immediate priorities.”11

To disentangle the large-scale threats AI poses, 
it is useful to distinguish terms such as “disaster,” 
“catastrophe,” and “extinction-level events.” Within 
humanitarian and crisis response discourses, these terms 
have been contested for years, preventing a common set 
of definitions.12 Perhaps the clearest way to organize the 
sometimes-overlapping concepts is by a “continuum of 
magnitude” in events, as proposed by Clifford E. Oliver, 
which distinguishes categories according to the scope of 
their impact and the size and complexity of the response 
required to manage their effects.13

EMERGENCY DISASTER CATASTROPHE EXTINCTION LEVEL
EVENT

Figure 1: Continuum of Magnitude14

@CNASDC
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Adapting Oliver’s and others’ work, a practical definition 
of each of these categories comes into focus.15

Emergencies are events at a local level that pose a risk 
to the life, well-being, or financial health of one or more 
individuals. Local officials usually have plans and processes 
to manage the effects of emergencies, even if their efforts 
are not always successful. An AI-related emergency might 
be a self-driving car that accidentally causes a serious road 
collision, requiring immediate medical attention. 

Disasters are events involving multiple people, large-
scale economic damage, or both. Local crisis management 
resources cannot sufficiently manage disasters, requiring 
additional support from surrounding localities, regions, 
or the national government. An AI-related disaster 
could be the malfunction of an automated oil rig system, 
resulting in the uncontrolled release of millions of 
gallons of oil into the ocean, similar in extent to the 2010 
Deepwater Horizon oil spill. 

Catastrophes are events of such magnitude in terms 
of casualties or economic destruction that they over-
whelm the ability of one or more national governments’ 
crisis management systems to fully handle their impacts, 
resulting in unmet critical needs, at least in initial phases. 
Catastrophes differ from emergencies and disasters not 
just in terms of size, but also in the nature of their impacts, 
as they elicit wide-ranging and interconnected social, 
political, and economic effects that cannot be managed 
by any one command and control system.18 Catastrophes 
thus represent an overwhelming shock to existing social 
and governmental systems. The Federal Emergency 
Management Agency (FEMA) offers a similar definition  
for a “catastrophic incident”:

Any natural or man-made incident, including ter-
rorism[,] that results in extraordinary levels of 
mass casualties, damage, or disruption severely 
affecting the population, infrastructure, envi-
ronment, economy, national morale, and/or 
government functions. A catastrophic event could 
result in sustained national impacts over a pro-
longed period of time; almost immediately exceeds 
resources normally available to local, State, Tribal, 
and private sector authorities in the impacted 
area; and significantly interrupts governmental 
operations and emergency services to such an 
extent that national security could be threatened.19 

 
An example of an AI-related catastrophe would be the use 
of AI to develop a deadly and highly contagious pathogen 
that wipes out significant swaths of a national population, 
similar to the effects of the 1918 Spanish Flu.

Extinction-level events are cataclysmic in scope, 
threatening to wipe out the human species, such as if a 
large asteroid were to collide with Earth in such a way that 
the world became uninhabitable. The risks of such events 
occurring are often referred to as existential risks in public 
discourse, but definitions of existential risks also include a 
broader set of scenarios in which an event may not totally 
wipe out human life, but would “permanently and drastically 
curtail” the potential of intelligent life or lead to an irrevers-
ible collapse of civilization.21 Definitionally, coping with the 
impacts of such events is beyond the capacity of humanity’s 
collective mechanisms for crisis management. In recent 
years, existential risks have garnered considerable attention 
from academics, in part inspired by the work of Oxford phi-
losopher Nick Bostrom, who has argued for them to receive 
far greater attention and resources.22

Some confusion in the terminology around AI risks stems 
from a sizeable focus on advanced future AI systems as an 
existential threat to humanity. Several theorists, including 
Bostrom, have posited that if one or more AI systems could 
surpass human intelligence, a failure to fully align the 
systems’ interests with human flourishing could threaten 
civilization.23 Some proposed scenarios suggest that these 
risks could play out very quickly as a singular extinc-
tion-level event, while others suggest a more gradual  
process of extinction or crippling disempowerment 
as humans cede agency and economic vitality to a 
superintelligent AI system.24

Though existential risks have been a prominent issue in 
public discourse around AI since ChatGPT’s release, the 
characterization of these risks remains hotly contested 
by experts. Some view addressing existential risk from AI 
as a pressing priority due to the very rapid progress of AI 
in recent years, the unsolved challenges of reliably con-
trolling AI behavior, and the observed ability of AI systems 
to produce considerable effects in societies already.25 
Other experts dismiss the likelihood or intrinsic dangers of 
developing AI with superhuman intelligence and express 
concern that the focus on existential AI risks is distor-
tionary or even dangerous in itself. In this view, the specter 
of existential AI risks is fueled by commercial incentives to 
hype AI products and sideline more immediate social and 
legal issues associated with the technology, in combination 
with Luddite and apocalyptic impulses in society that have 
tended to accompany periods of technological acceleration 
and social change.26 So great are the disagreements between 
technologists on the issue that their cantankerous debate 
was compared to a religious schism in The Economist.27 In 
any case, because so many other publications have focused 
on existential risks from AI, this report will focus instead on 
catastrophic risks and their relationship to national security.
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Extinction-level event: A large asteroid colliding 
with Earth could cause devastation on initial impact 
through kinetic energy but may also throw massive 
amounts of soot and dust into the atmosphere that 
would block out sunlight for long enough to kill off 
plant life and collapse food chains. (Marc Ward/
Stocktrek Images via Getty Images) 

Emergency: After the 2016 fatal crash of this Tesla 
Model S near Williston, Florida, investigators at the 
National Transportation Safety Board found that 
overreliance on the vehicle’s autopilot mode, flaws 
in the autopilot system design, and user error all 
contributed to the crash.16 (National Transportation 
Safety Board via Flickr)

Disaster: The Deepwater Horizon Oil spill 
released four million barrels of oil over 87 days, 
causing billions in damages.17 (U.S. Coast Guard 
via Flickr) 

Catastrophe: If scaled to today’s population, 
the Spanish Flu would have killed approximately 
70–150 million individuals globally, or roughly 2–6 
times as many as the COVID-19 pandemic.20 (GPA 
Photo Archive/National Archives via Flickr)

@CNASDC
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Clarifying Catastrophe

lthough this continuum of risks can help clarify 
some of the confusion among terms, it comes with 
important caveats: as the continuum implies, the 

boundaries between categories are inexact. Events can 
straddle categories, such as a relatively large disaster or 
a comparatively limited catastrophe. Crises of various 
kinds can, and often do, cross borders and classifications 
as they evolve. Likewise, crisis mismanagement can turn 
lower-magnitude events into larger and more dangerous 
ones, for instance, if a poor healthcare system response 
allows a local outbreak to grow into an epidemic or 
pandemic. Contributing to the confusion between 
catastrophic risks and existential risks is the fact that 
a catastrophe could in principle snowball into an exis-
tential threat—whether of its own accord or through 
mismanagement—even though the gulf between even a 
very large catastrophe and a true extinction-level event is 
much greater than many suppose.28 

By focusing on acute public safety risks from discrete 
events, such as pandemics or industrial accidents, 
this continuum does not capture a wide range of more 
diffuse AI harms in society. For example, risks related 
to labor automation and job displacement, systemic 
bias and fairness, mass surveillance, widespread disin-
formation, and other diffuse harms can—and in some 
cases already do—affect millions of people and have 
widespread economic, political, and social impacts. 
Because these harms occur as numerous incidents that 
are part of a larger, ongoing trend rather than a large, 
discrete event, they typically are not characterized as 
“disasters” or “catastrophic events.” This does not make 
them any less important. In fact, the insidious nature of 
their harm can sometimes make them more challenging 
to address relative to discrete large-scale events that 
have a clear public safety impact. These types of diffuse 
harms require attention and intervention, both for harms 
that exist today and for those that may materialize in 
the future, such as rapid-onset labor automation. The 
types of interventions needed for such issues, however, 
usually differ considerably from those required to 
address catastrophic risks, in part because they tend to 
be more politically fraught and thus necessitate greater 
social deliberation and coalition building. Given these 
differences, and the fact that these issues have been 
covered extensively elsewhere, they are not addressed 
in this report.29

War and Catastrophe

Wars share many of the attributes of catastrophes 
but are conventionally treated as a distinct—if 
often interrelated—issue for a few reasons. For one, 
whereas catastrophes are primarily managed by crisis 
management systems, wars are primarily managed by 
states’ defense organs, even if there is often overlap in 
both cases. Additionally, managing war tends to involve 
a set of strategies and techniques that aim to achieve 
specific political ends with their own well-developed 
corpus of thought, independent of crisis management.30 
The techniques for managing catastrophes, by contrast, 
tend to be directed more toward narrower goals of 
curbing casualties and economic losses, and returning 
to a state of relative normalcy. For this reason, and due 
to the fact that AI disruptions to war have been handled 
extensively elsewhere, this report does not focus on 
war itself as a genre of catastrophe.31 Nonetheless, 
catastrophes can initiate or contribute to the outbreak 
of wars, as some have argued regarding the drought 
that preceded the Syrian Civil War.32 Likewise, some 
acts of war, especially those that involve civilians and 
thereby initiate crisis management systems, would also 
qualify as catastrophes, such as the destruction of a 
city by air raids, a nuclear strike on a nation’s homeland, 
a war-induced famine, or cyberattacks on critical 
infrastructure. The terrorist attacks of September 11, 
2001, for example, might simultaneously qualify as a 
catastrophe and an act of war.

A

Because the definitions of emergencies, disasters, and 
catastrophes are tied to government responses, there is 
variability between countries as to which events fall into 

which categories. For example, a hurricane that hits a 
large area may be classified as a disaster that can be dealt 
with by regional authorities in the United States, but 
amount to a catastrophe in a less-developed or smaller 
nation less equipped to cope with the hurricane’s effects, 
such as the devastation wrought by Hurricane Mitch in 
Honduras in 1998. 

Relatedly, AI’s impact on “epistemic security”—
societies’ ability to effectively process and act on 
information—can also impact the degree to which a 
state can manage crises. For example, critics on both the 
right and left have pointed out how eroded epistemic 
security adversely affected the government’s COVID-19 
response.34 Experts fear that current and future AI bots 
and algorithm-driven information echo chambers could 
so degrade states’ crisis response systems that they indi-
rectly contribute to catastrophes not by exacerbating the 
inciting event itself, but by frustrating the state’s ability 
to respond effectively.35 

In some instances, states themselves can be the 
source of catastrophes, even if the definition of 
“catastrophe” is tied to states’ ability to respond. For 
example, China’s Great Leap Forward was arguably 
the deadliest catastrophe of the past century, as Mao 
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In October 1998, Hurricane Mitch wrought devastation across Latin America. In Honduras, 
about one-third of the population was affected in an event that Honduran President Carlos 
Flores Facusse estimated set the country back 50 years in its development.33 (Robert Ford 
via Getty Images) 

catastrophes that distinguishes them 
from both emergencies and disas-
ters is the lack of a state’s ability to 
fully manage the effects of the event. 
This means that beyond causing a 
devastating loss of life, economic 
vitality, or both, catastrophes can 
also threaten the long-term health, 
security, and stability of the state 
itself. History is rife with instances 
of states’ decline or collapse in the 
wake of catastrophe, from Athens’s 
plague-induced deterioration 
during the Peloponnesian War to 
the collapse of Minoan society in the 
wake of a devastating volcanic erup-
tion.37 More recently, the Managua 
earthquake of 1972, the Bhola cyclone 
of 1970, and the Ethiopian drought 
of 1973–74 all represent instances of 
natural catastrophes contributing 
to regime change.38 Though such 

catastrophic events are rare, they do occur—despite 
individuals’ well-attested tendency to underestimate 
their likelihood and impacts, a phenomenon known as 
“normalcy bias.”39 Given catastrophes’ often-dire conse-
quences for states and societies, reducing their likelihood 
and planning for their effects is of utmost importance to 
policymakers, particularly when technological accelera-
tion introduces new risks. 

In scientifically advanced societies, powerful technol-
ogies can often catalyze catastrophes, as in the case of 
the nuclear meltdown at Chernobyl. The plant meltdown 
led to the uncontrolled release of 400 times as much 
radioactive fallout as the U.S. nuclear bomb dropped 
on Hiroshima, and famously contributed to the polit-
ical collapse of the Soviet Union, as Mikhail Gorbachev 
himself acknowledged.40 In this sense, technological 
advancement can act as a double-edged sword for 
developed societies. While naturally occurring events—
in the form of plagues, famines, earthquakes, volcanic 
eruptions, tsunamis, or hurricanes—have historically 
been the primary source of large-scale catastrophes 
for most societies, technological advances have helped 
blunt many of the worst impacts of natural events. At 
the same time, however, growing technological capa-
bilities have dramatically increased the risks and scope 
of man-made catastrophes. This trend is evident in 
war, where technological advancement has enabled the 
creation of ever-more destructive weapons—from sharp 
stones to crossbows to machine guns and finally nuclear 

T

Zedong’s state-led drive to transform China from an 
agricultural society into an industrial powerhouse 
inadvertently caused between 23 and 55 million deaths 
from starvation.36 

Finally, what catastrophic effects and successful 
management of those effects look like is, to a degree, sub-
jective. FEMA’s definition of a catastrophic incident, for 
example, includes extraordinary disruptions to national 
morale as a sufficient feature of an event to qualify as a 
catastrophe. While the definition proposed in this report 
is more narrowly concerned with the magnitude of casu-
alties and/or economic destruction as core indicators 
of a catastrophe, it is worth considering that alternative 
definitions may more highly prioritize other features that 
often go hand in hand with large-scale losses of lives or 
economic vitality. 

The Priority of Addressing  
AI Catastrophes

he risks of AI-related emergencies, disasters, 
catastrophes, and extinction-level events are all 
worthy of attention as AI technologies mature, but 

catastrophic risks are particularly relevant to national 
security policymakers for several reasons. For one, given 
that the effects of catastrophes overwhelm the response 
capacities of all sub-national authorities, national 
security practitioners bear much of the primary responsi-
bility of addressing such events. Moreover, one feature of 
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weapons with the capacity to kill billions. Outside of 
advances in weaponry, too, the trend holds. Humanity’s 
growing ability to wield increasingly powerful 
technologies creates the potential for ever-greater 
catastrophes from inadvertent civilian applications of 
technology—from possible leakages of dangerous patho-
gens to nuclear reactor meltdowns to human-caused 
ecological collapse.41 

with effects of extraordinary magnitude, such as nuclear 
reactor meltdowns and sophisticated bioweapons. This 
dynamic is most acute when technologies are in their 
infancy—before the risks are fully understood and cor-
rective measures are established over time through trial 
and error.45

With the partial exception of AI-powered autonomous 
weapons, the destructive potential of AI may not be as 
readily apparent as that of some other technologies. 
Even if AI tools do not explode like nuclear bombs, AI 
systems’ more subtle and complex hazards may be no 
less profound. Like electricity, AI is a general-purpose 
technology—able to be used in a vast array of applica-
tions—and is being rapidly integrated into complex, 
delicate systems from healthcare to global logistics, as 
well as unlocking scientific breakthroughs in multiple 
fields. Since 2019, private investment in AI development 
has exceeded $100 billion per year and may well rise 
further in the near term, accelerating AI progress and 
deployment.46 The increasing capabilities of AI systems, 
whose inner workings are often inscrutable to human 
oversight and sometimes superior to human abilities, 
means that sophisticated AI tools in combination with 
other systems and technologies could significantly alter 
the risk profile of hazardous domains. The speed of AI 
deployment, the diversity of potential applications, and 
the quickly growing capabilities of AI models all lend 
themselves to heightened catastrophic risks in a variety 
of fields. 

Some incidents have already demonstrated a proof of 
concept for possible catastrophic risks in which AI plays 
a role. AI tools have demonstrated the ability to aid in 
the design and manufacture of chemical weapons, sug-
gesting a potential future in which nonstate actors can 
more easily develop and launch chemical—and perhaps 
eventually biological—attacks.47 In 2010, algorithmic 
trading laid the foundation for a “flash crash,” causing a 
trillion dollars to be temporarily wiped out of the stock 
market.48 With the chair of the Securities and Exchange 
Commission (SEC) warning that AI “will be the center of 
. . . future financial crises,” far more debilitating crashes 
may well be on the way.49 Automated military systems 
used in nuclear command and control have also suffered 
failures and false alarms—incidents that some fear could 
portend AI-induced nuclear catastrophe scenarios in the 
near future.50 As government leaders grapple with the 
dangers AI poses, it is important to better understand 
potential risks of AI catastrophes.51

Given these precedents, corollary fears of AI-enabled 
bioterrorism, runaway cyberattacks, financial melt-
downs, and nuclear misfires naturally represent the 

A helicopter view of the destruction at the nuclear plant in 
Chernobyl, Ukraine, just a few days after the meltdown in April 1986. 
(Vladimir Repik/AFP via Getty Images)

If war is any indicator, the overall impact of techno-
logical advancement ostensibly heightens the relative 
priority of mitigating catastrophic risks relative to 
disasters and emergencies. Whereas the exponential 
progress in weapons’ destructive capacity has been 
partially offset by advances in medicine and defense 
technologies in terms of fatalities in conventional 
conflicts, states still have limited options to manage the 
risks of more extreme events, such as nuclear strikes.44 
A similar dynamic could be at play in civilian uses of 
powerful technologies. Technology has provided tools 
to more effectively manage emergencies and disasters 
of a more limited nature. But technology has simultane-
ously escalated the dangers of large-scale catastrophes 
by unleashing extremely destructive forces upon society 
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Figure 2: Growth in Weapon Lethality over Time 

As technology has improved, the destructive capacities of weapons have increased over time. Though theoretical, Trevor Dupuy’s attempt to 
quantify the lethality of weapons based on range, rate of fire, accuracy, reliability, radius of damage, and other factors gives some indication 
of the growth of destructive capacity in weapons driven by technological advancement.42 Alexander Kott’s efforts to explore the performance 
power of direct-fire weapon systems over centuries suggests a similar story of the exponential growth of destructive power.43 

Chart by Trevor N. Dupuy, The Evolution of Weapons And Warfare. Adapted by Bill Drexel and Caleb Withers; Design: Melody Cook/CNAS.
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scenarios that garner the most attention for near- to 
medium-term catastrophic risks. There are very good 
reasons to focus attention on each case. But the clear 
recognition of these specific fears may also help to curb 
their likelihood. By contrast, responding to more unex-
pected developments that attract less attention over 
time may ultimately prove more challenging, high-
lighting the importance of building awareness of and 
resilience to a more holistic set of AI safety dynamics. 

Indeed, these and other risks of catastrophe in 
high-impact domains, such as biosecurity, cyber-
security, finance, autonomous weapons, high-risk 
industries, critical infrastructure, and nuclear 
command and control are far from static regardless of 
AI developments, and depend on scientific, techno-
logical, political, and social changes in each domain. 
Assessing AI-related risks in any one domain thus 
involves the interplay between two moving targets: 
the changing risks of the domain itself and rapidly 
developing AI capabilities. Additionally, the relation-
ship between scientific progress in AI and high-risk 
domains such as biotechnology or cybersecurity often 
exhibits a synergistic effect, as new capabilities in one 
field can unlock new capabilities in the other. This 
amplification effect is referred to as “technological 
convergence” and adds another layer of complexity 
to characterizing risk in these domains.52 Due to this 
complexity, unforeseen developments in any domain 
could alter pathways to catastrophe in unpredictable 
ways. Despite this uncertainty, the considerable work 
that has been done on how technological progress 
interacts with safety risks, and the sub-discipline of AI 
safety in particular, can help illuminate how AI devel-
opment can impact catastrophic risks with national 
security implications.

A final reason why AI catastrophes are worthy of 
attention is that in addition to potentially exacer-
bating the chances and severity of catastrophes in a 
variety of domains, AI could also make it even more 
difficult for states to manage their effects. As men-
tioned previously, some experts fear that AI tools 
such as deepfakes, LLMs, and more sophisticated 
recommendation algorithms could considerably 
degrade societies’ information environments, in turn 
degrading their crisis response capabilities.53 In this 
view, a combination of more convincing, personalized, 
and abundant mis- and disinformation created from 
AI tools and greater media polarization from siloed, 
AI-fueled media subcultures could make citizens more 
susceptible to false narratives. Such an environment 
would inhibit the ability of states to make and execute 

decisions in times of crisis, and would erode public trust 
generally over time. Already, LLMs have shown poten-
tial in lowering the cost and enhancing the quality and 
scale of disinformation operations, and deepfakes are 
being deployed in high-profile cases to influence conse-
quential political processes.54 While much of the work 
on these issues has focused on risks to open, democratic 
media ecosystems, AI tools could have parallel effects 
in autocratic systems, albeit through different means. 
Rather than sowing distrust and confusion, autocrats’ 
use of AI to bolster propaganda and censorship could 
exacerbate the challenges of information distortion that 
plague autocratic regimes, in which critical information 
fails to reach autocratic leaders, who in turn make poor 
decisions that can exacerbate or initiate crises as they 
begin to believe their own propaganda.55 The Great Leap 
Forward—the largest catastrophe of the past century 
by number of casualties—was in large part fueled by 
such information distortion, suggesting that despite 
the outsized focus on open societies, AI’s impact on the 
information ecosystems of closed societies may be more 
severe in terms of catastrophes.56 

AI’s impact on information environments is a risk 
factor that differs in kind from the AI safety dynamics 
that are the primary subject of this report insofar as 
it acts as an overarching concern that could affect 
AI-related crises in any domain, as well as crises 
that emerge independently of AI tools. Given that 
a state’s relative ability to respond to a disruptive 
event ultimately determines the extent of the event’s 
impacts—and that catastrophes are often the result of 
state mismanagement of smaller-scale disasters—the 
influence of AI-powered media degradation on cata-
strophic risks could be considerable. 

The increasing capabilities 
of AI systems, whose inner 
workings are often inscrutable 
to human oversight and 
sometimes superior to 
human abilities, means 
that sophisticated AI tools 
in combination with other 
systems and technologies 
could significantly alter the 
risk profile of hazardous 
domains.
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Catastrophic Risks and  
Dimensions of AI Safety

ith the exception of a handful of specific 
proposed scenarios discussed in the following 
sections, for the most part AI catastrophic 

risks of relevance to national security are still taking 
shape. Because advanced AI applications in high-im-
pact domains are mostly in their infancy, much of the 
concern about AI catastrophes today is prospective—a 
well-informed intuition that the vast power of AI likely 
could result in tremendous hazards once applied to 
consequential arenas, even if the largest risks have yet 
to materialize. Nonetheless, given the rapid pace of AI 
advancement and considerable scope for the impacts of 
AI in national security, considering how AI safety could 
impact catastrophic risks as the technology develops 
is indispensable—offering the opportunity to guide the 
technology’s development toward safety and stability to 
the extent possible, rather than retroactively addressing 
severe risks after they have emerged. A clearer awareness 
of the underlying dynamics driving catastrophic risks 
related to AI can help build resilience and reduce the 
chances of experiencing a major AI catastrophe. 

In the service of helping to shape preparation for 
catastrophic risks of AI even as the technology develops, 
this report proposes four broad dimensions of AI safety 
as they relate to catastrophic risk.

These dimensions distill the insights of a range of 
both AI-specific and broader literature on safety and 
risk, aiming to be flexible enough to apply across a wide 
range of domains.57 To further explore these categories, 
subissues are identified in each area. Though presented 
independently, in practice these issues often overlap. 
After clarifying each subissue, its relevance to cata-
strophic risks in national security is examined. Although 
existing incidents and precedents are cited where 
possible in these explorations, many of the scenarios 
proposed are largely hypothetical, and some may not be 
relevant for many years to come, if ever. Additionally, 
these themes are narrowly focused on understanding the 
set of issues that contribute to AI’s catastrophic risks, 
and do not include solutions. In all cases, researchers and 
engineers are working to address these dynamics, but 
to recount that work is beyond the scope of this report. 
The issues considered here aim not to be exhaustive, but 
to provide a foundation with key examples and refer-
ences to broader safety literature as a means to more 
holistically assess how AI can shape catastrophic risks 
as the technology evolves and is increasingly built into 
consequential systems.

It is important to note that this exploration is not 
intended to provide a full risk management assessment 
for any particular scenario, which is traditionally a 
three-step process:

1. Assessing risk as a factor of likelihood (including 
both threats and vulnerability) and consequence.

2. Considering mitigations for threats, vulnerabilities, 
and consequences.

3. Prioritizing mitigations that most reduce overall 
risk.

Given how broad and fast-moving AI applications are, 
and the fact that the rollout of advanced AI capabilities 
across domains is largely still in its infancy, accurately 
assessing the full range of the most likely AI cata-
strophic threats, vulnerabilities, and consequences is 
simply not possible. Threats and vulnerabilities will 
vary widely between domains, and will evolve over 
time depending considerably on how deeply AI tools 
are integrated into high-impact systems that have the 
potential to disrupt society.58 Systems associated with 
biological security, cybersecurity, financial security, 
militaries, high-risk industries, and critical infrastruc-
ture are the most obvious candidates, but there may 
well be others. Given the immense promise that AI 
systems hold, there is good reason to believe that they 
may eventually become highly integrated into any or all 

W
Dimension Question 

New capabilities What dangers arise from 
new AI-enabled capabilities 
across different domains?

Technical safety  
challenges

In what ways can technical 
failures in AI-enabled 
systems escalate risks?

Integrating AI into 
complex systems

How can the integration of 
AI into high-risk systems 
disrupt or derail their 
operations?

Conditions of AI 
development

How do the conditions 
under which AI tools are 
developed influence their 
safety?
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of these domains. But the timing and conditions under 
which such integration occurs is an open question 
and will vary. 

In most cases, trying to assign specific likelihoods 
to not-yet-developed systems would be premature. 
What may prospectively seem like the most obvious 
high-risk scenarios in a sector are often also the most 
likely to be addressed early, meaning that the very act 
of clearly identifying a specific pathway to catastrophe 
may reduce its likelihood of occurring. But even pre-
dicting “likely” scenarios early is a challenge: reality 
so often proves stranger than fiction, contingent on 
unpredictable forces and extraordinary courses of 
events.59 

Rather than providing risk management assess-
ments themselves, this report aims to help lay a 
foundation for future risk management assessments, 
which will require continuous updating and more 
granular attention to specific scenarios based on a 
range of variables, including:

 ¡ Risk types: misuse (e.g., AI-enhanced bioweapons), 
accidents (laboratory leaks), or structural issues 
(widespread poor biosafety controls due to insuffi-
cient safety research)60

 ¡ Specific domains (cybersecurity, biosecurity, finance, 
nuclear stability, autonomous weapons, high-risk 
industries)

 ¡ Actors (lone wolves, terrorist organizations, states, 
corporations) 

 ¡ Incentives (terror, prestige, profits, regulatory 
environments)

 ¡ Types of AI models (“narrow” models vs. 
general-use or “foundation” models)

 
To examine more specifically how these AI safety 
dimensions manifest in a particular domain of interest, 
this report will be paired with a follow-on report, AI 
and the Evolution of Biological National Security Risks. 

A final word of caution is in order before delving 
into the many dynamics that could contribute to 
AI catastrophes. Restricting this primer only to the 
possible dangers stemming from AI runs the risk 
of fostering an excessive fixation on what could go 
wrong, rather than an affirmative vision of what could 
go right. Readers should avoid this distortion. The 
opportunity costs of failing to proactively pursue AI 
development, while impossible to measure, could be 

severe. As societies become more complex, leveraging 
AI to help manage their complexity will likely be an 
overall boon to reducing catastrophic risks—not to 
mention the tremendous potential of AI to enhance 
America’s economy and national security. Relatedly, 
falling behind China, an adversary with the stated goal 
of supplanting the United States’ leading position in 
AI, also represents a severe risk.61 As further described 
below, not only would Chinese preeminence in AI 
grant Beijing strategic economic and military advan-
tages over the United States and help bolster autocratic 
rule around the world, it would also greatly exacerbate 
the likelihood of AI catastrophes generally.62 For these 
reasons, it is imperative that the United States continue 
to boldly pioneer the development of AI technologies. 
Highlighting the dynamics of AI catastrophic risks is 
in the service of that goal—not an admonition against 
ambitiously building powerful, effective AI tools.

New Capabilities

New capabilities from AI tools can have dangerous 
impacts across a range of domains, either directly 
from AI systems themselves or from AI-related 
breakthroughs in adjacent scientific or technolog-
ical domains. These dangers are most prominent in 
relation to cyber, epistemic, biological, and chemical 
security, where sudden new capabilities could have 
dramatic effects, and in some cases disrupt existing 
deterrents and technical or financial barriers that serve 
to mitigate the risks of catastrophe.

DANGEROUS CAPABILITIES
A range of AI tools exhibit hazardous capabilities of 
relevance to several high-risk domains that experts 
anticipate will become only more powerful as the 
technology progresses. Models can produce mis- and 
disinformation at scale and with increasing quality, 
posing a threat to societies’ information ecosystems.63 
In biological and chemical applications, AI systems 
have shown potential in helping to develop weaponiz-
able chemicals or pathogens (although not necessarily 
aiding actors any more than existing tools, and in dif-
ferent ways depending on the preexisting expertise of 
users).64 Cybersecurity professionals also see growing 
use of generative AI in phishing attacks and anticipate 
more sophisticated AI capabilities on the horizon.65 
Additionally, seemingly benign AI-enabled capabilities 
could have hazardous implications, such as advance-
ments in material science, jet propulsion, or other 
fields that could be repurposed for weapons use.
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Implications for Catastrophic Risk
Experts have warned that dangerous capabilities from 
emerging AI tools could raise the likelihood, severity, 
or both, of catastrophic attacks in both biosecurity and 
cybersecurity. In the former, general-use foundation 
models could lower the barriers to entry for bad actors 
seeking to build or procure high-impact bioweapons, 
while AI-powered “biological design tools” may even-
tually help craft more strategic or deadly biological 
agents.66 Cybersecurity experts have likewise warned 
that AI tools could make cyberattack capabilities more 
broadly accessible, and enhance the quality and sophis-
tication of advanced cyberattacks, potentially targeting 
critical infrastructure with catastrophic effects.67 
Cyberattacks could also target emergency response 
communications systems, further exacerbating the 
impacts of crisis events.

But sudden, new capabilities related to AI advance-
ments could also exacerbate the risks of catastrophe 
in less direct ways. As previously mentioned, the use 
of LLMs and other tools may degrade a state’s ability 
to cope with disasters or catastrophes by facilitating 
higher-volume and better-quality misinformation and 
disinformation at scale.68 Additionally, AI technologies’ 
tendency to usher in sudden breakthroughs in a wide 
variety of scientific subfields could lead to the sudden 
introduction of strategically disruptive new capabilities 
that escalate the chances of miscalculations in high-
stakes domains, including conventional or even nuclear 
deterrence.69 In such cases, where stability is predicated 
on a degree of confidence about capabilities on both 
sides, sudden new capabilities can upend the delicate 
equilibrium of actions and reactions that is fundamental 
to stability. For example, nuclear stability could be greatly 
impacted if one country unexpectedly developed an AI 
tool able to crack encryption systems protecting nuclear 
command and control systems abroad, or if AI-enabled 
breakthroughs in nuclear delivery systems offered one 
country a sudden, significant advantage over adver-
saries. Although these are provocative examples, more 
subtle gradations of this dynamic are possible across a 
range of domains.

EMERGENT CAPABILITIES
The capabilities of foundation AI models have steadily 
increased over time alongside the exponential growth of 
compute used to train them.70 However, specific capa-
bilities can emerge suddenly, improving sharply from 
minimal to strong competence as models are scaled. 
These capabilities can emerge at seemingly unpredict-
able points and without specific encouragement from 

model developers—although researchers have con-
tested the degree to which such capability jumps are 
truly surprising, or simply a mirage originating from 
the methods used to measure capabilities.71 In practice, 
this means that the specific capabilities of newly devel-
oped models often cannot be fully anticipated before 
training: disruptive or destructive capabilities may fall 
into the hands of developers who were not seeking or 
preparing for them, posing challenges for the manage-
ment of strategic and potentially risky applications.72 

Implications for Catastrophic Risk
Uncertainty about the timing and nature of dangerous 
AI capabilities as they emerge—often as unintended 
byproducts of the pursuit of other capabilities—further 
complicates states’ abilities to mitigate catastrophic 
risks from emerging AI systems. The warning signs of 
emerging risks that accompany more incremental, pre-
dictable technological development may be less regular 
or less pronounced in the case of AI, making it difficult 
to develop safeguards ahead of systems’ proliferation.

LATENT CAPABILITIES
AI models’ capabilities may not always be detected 
by their creators, such that dangerous capabilities 
may only become known when stumbled upon by 
others—including, perhaps, malicious actors. For 
example, foundation models, including large language 
models, are primarily trained on relatively simple 
tasks, such as predicting the next word (or part 
of a word) in a sequence of text. But these simple 
objectives have given rise to a vast array of practical 
capabilities—more than can be exhaustively tested 
for.73 Researchers continue to discover new methods 
to elicit significant performance improvements that 
the models’ creators did not initially anticipate, with 
minimal additional training, through methods such as 
fine-tuning on tailored datasets, knowledge distillation 
from larger models, or prompting techniques such 
as chain-of-thought reasoning.74 Language models 
have even shown the ability to learn representations 
that extend beyond language tasks, proving useful for 
domains such as image classification and protein fold 
prediction.75 Even narrow models regularly demon-
strate “transfer learning,” where knowledge gained 
from one task proves useful in others with varying 
degrees of relation.76 

Implications for Catastrophic Risk
As AI systems proliferate, undetected latent capabil-
ities could contribute to bad actors’ ability to initiate 
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catastrophic events that the models’ developers may 
not have imagined possible. For example, researchers 
at the North Carolina–based company Collaboration 
Pharmaceuticals inverted one AI tool designed for dis-
covering therapeutic molecules as a thought experiment 
for a security conference—and were surprised to find that 
within six hours, their inverted tool had proposed 40,000 
candidate chemical compounds that might be viable 
chemical weapons, including several known agents that 
were not included in the model’s training data.77 Though 
the adjustment was easily made, the researchers did not 
anticipate that their model could be so readily misused 
to such great effect. Similar incidents in other domains, 
especially where the AI models in question are publicly 
released, could expand the capabilities of bad actors. 

Technical Safety Challenges

Technical safety challenges intrinsic to AI will continue 
to create vulnerabilities as AI tools increasingly integrate 
with sensitive systems. Though often arcane, tech-
nical faults in AI systems can have dire consequences: 
for example, errors in image recognition systems in 
self-driving cars have already led to several fatalities. 
AI engineers are currently working to address these 
issues, though the degree to which they will ever be 
fully “solved” is an open question. As in many technical 

systems, there will likely be incremental improvements 
to these issues that can always reemerge as AI systems 
develop more powerful capabilities and are applied in 
new contexts.

ALIGNMENT AND SPECIFICATION GAMING
For AI systems tasked with achieving particular goals, 
specifying objectives that accurately reflect their 
designers’ intentions remains a persistent challenge.78 
Such systems have been known to find various ways of 
“hacking” the specified goals, often by violating unspec-
ified or underspecified rules that might seem obvious or 
common sense to their programmers and are not explic-
itly encoded into the system’s instructions. This is known 
as specification gaming. For example, one AI system 
instructed to win a boat race video game discovered that 
it could maximize its points by driving in chaotic circles 
through reward tokens rather than by completing the 
race.79 The effect is similar to how someone might exploit 
the letter of the law rather than following its spirit. 
Although the boat example is innocuous, as AI systems 
integrate with more complex systems, the consequences 
of specification gaming can become much more severe. 
Taken to the extreme, some fear that future, superintelli-
gent AI systems misaligned with human interests could 
pose catastrophic or even existential risks. These risks 
are highly speculative, and expert opinions range widely 

M55 rockets containing the VX nerve agent are examined prior to their destruction in accordance with the Chemical Weapons Convention. 
VX was among the 40,000 candidate compounds proposed by Collaboration Pharmaceutical’s inverted AI system. (Program Executive 
Office, Assembled Chemical Weapons Alternatives via Flickr) 
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about when or if so-called “artificial general intelligence” 
(AGI) or “superintelligence” could emerge, but the 
concern has gained traction among many in leading labs 
and some high-level political leaders. 

LOSS OF CONTROL
Operators could lose control of AI systems for a variety of 
reasons, posing the risk of a “runaway” or rogue system 
causing damage in high-impact systems. Though this 
issue is often associated with aforementioned AGI or 
superintelligence concerns, it need not be: costly loss of 
control could occur in comparatively simple systems.80 
Consider, for example, how the 2017 NotPetya cyberat-
tack spread uncontrollably around the world at the cost 
of more than $10 billion, attacking systems in hospi-
tals, global shipping companies, and factories. It even 
rebounded on the originating country, Russia, by hitting 
Rosneft, a state oil company.81 Emerging AI capabilities 
hold the potential for still more sophisticated autonomy, 
which could mean more dynamic—and dangerous—risks 
from loss of control. 

ROBUSTNESS
AI models are deemed “robust” when they consistently 
perform well across a wide range of conditions, espe-
cially those that deviate from their training data sets.82 
Achieving robustness can be challenging. Strategies 
to enhance robustness can include diversification of 
training data; techniques to reduce overfitting to training 
data, such as ensemble systems that use multiple models 
in parallel to improve accuracy in their determinations; 
and provision for fallbacks (such as seeking human 
input) when encountering anomalous situations. In some 
cases, performance may simply degrade in new contexts. 
But in others, AI systems may retain their capabilities 
while “misgeneralizing” their goals—or employing 
coherent strategies in pursuit of incorrect objectives.83 

CALIBRATION
The calibration of AI systems reflects how well the 
confidence in their determinations corresponds to 
correctness. Calibration can help ensure that AI systems 
know when they can act confidently, and when to seek 
assistance or avoid high-stakes decision-making.84 

The calibration performance of an AI model can be 
quantified by comparing its predictions with outcomes. 
Measuring calibration can be more complex than it might 
initially appear, however, and high performance on one 
method of gauging calibration does not guarantee high 
performance on another.85 Calibration and robustness 
often go hand in hand, as calibration can be a particular 

problem in situations outside of training distributions. 
Conversely, well-calibrated models can help identify and 
mitigate the risks associated with poor performance in 
scenarios that deviate from training distributions. 

Implications for Catastrophic Risk
Issues such as alignment, specification gaming, loss of 
control, robustness, and calibration are all integral to 
ensuring that AI systems behave reliably and according 
to their intended purposes. To the degree that AI systems 
are used to help manage high-stakes processes, insuffi-
cient attention to any one of these issues could contribute 
to catastrophic outcomes.

A variety of military contexts could be applicable to 
these issues, most obviously if powerful lethal auton-
omous weapons misfire under politically fraught 
conditions. Such a malfunction could catalyze political 
or military escalation with potentially catastrophic 
consequences, though such a course of events would 
ultimately be determined by subsequent policy and 
strategy decisions. The U.S. military has been proactive in 
promoting rigorous standards for AI across its operations 
to avoid such scenarios, and it does not currently field 
lethal autonomous weapons systems that would initiate 
such a chain of events. However, as lethal autonomous 
weapons become more sophisticated, the likelihood of 
consequential accidents or inadvertent escalation from 
technical AI challenges rises, particularly if rigorous 
standards are not adopted more widely. Weapons aside, 
AI systems entrusted to help manage highly complex 
military logistics and maintenance systems could also 
have consequential impacts in the case of technical 
failures, in some circumstances potentially contributing 
to the chances of a catastrophe.

Beyond militaries, AI systems used to help manage 
high-risk systems in nuclear energy, chemical plants, bio-
safety level 4 (BSL-4) labs, cybersecurity, transportation 
systems, or elsewhere could also go awry in catastrophic 
ways due to technical flaws, and require appropriate 
mitigation measures.

ADVERSARIAL ATTACKS
Adversarial attacks can induce AI systems to err due to 
deliberately crafted malicious inputs. These inputs are 
often designed to be imperceptible to humans, but with 
subtle changes that specifically target the AI system—for 
example, adding a few pixels to an image of a cat to make 
it register as a dog.86 Adversarial manipulation can also be 
used to extract sensitive information from an AI system 
or its training data. Foundation models face additional 
challenges in withstanding adversarial threats. LLMs, 
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Emerging AI capabilities hold 
the potential for still more 
sophisticated autonomy, which 
could mean more dynamic—
and dangerous—risks from loss 
of control. 

for example, can be coaxed in plain English to produce 
outputs that contradict their safety training.

Attacks can be even more powerful if the aggressors 
have influence over a model’s training. For instance, an 
attacker might insert “poisoned” data into a training 
set to make a model behave differently in certain situ-
ations—either through actual infiltration, or through 
uploading information to the internet that might then 
be scraped by AI labs. There are currently no foolproof 
defenses against adversarial threats, especially without 
impacting the performance of AI models. Specific 
attack methods and defenses continue to develop in a 
cat-and-mouse game.87

Implications for Catastrophic Risk
On a limited scale, researchers have already demon-
strated how adversarial attacks can have dangerous 
effects in the real world. Two of the most notable 
examples include inducing an autonomous car to 
swerve into an oncoming-traffic lane through carefully 
applied small markings on a road’s surface, and using 
specialized glasses to spoof facial recognition security 
cameras and evade recognition or allow imperson-
ation.88 Though these forms of adversarial attacks are 
unique to AI systems, many of their associated risks 
parallel those of cybersecurity vulnerabilities: whether 
hacking conventional computer systems or hacking AI 
tools, both methods could in principle allow adver-
saries to induce malfunction in strategic systems such 
as critical infrastructure. To the degree that high-im-
pact systems such as critical infrastructure begin to use 
AI to help manage their complexity, so too will such 
systems be vulnerable to adversarial attacks.

EXPLAINABILITY AND INTERPRETABILITY 
Advanced AI systems are increasingly built using deep 
learning models, which include many-layered “neural” 
networks with inner workings that can be very diffi-
cult to explain or interpret.89 As deep learning models 
become larger and their performance improves, the 
difficulty of understanding their inner workings 
becomes greater. A direct trade-off often occurs 
between performance and explainability, as models 
offer increasingly strong performance without devel-
opers or users fully grasping how or why they make the 
decisions or outputs they do.90 Over time, some worry 
that continued reliance on highly useful—but insuffi-
ciently understood—machines will lead to precarious 
accumulations of “intellectual debt” that can easily 
go awry as the difficulty of anticipating and under-
standing unexpected behavior compounds.91 

Implications for Catastrophic Risk

Technical challenges in explainability and interpret-
ability are unlikely to directly lead to a catastrophic 
event but have indirect relevance worthy of note. 
In instances of accidental technical malfunctions 
that might lend themselves to dangerous escalation, 
an inability to demonstrate how and why a system 
malfunctioned could exacerbate mistrust and accel-
erate retaliatory action. Think, for example, of an 
AI-powered missile defense system erroneously firing 
on an adversarial nation. 

Conversely, if AI tools remain largely inexplicable, 
their integration into an ever-wider set of national 
security–related systems would represent yet another 
arena for destabilizing gray zone operations, offering 
ample room for denial to cover subtle strategic attacks. 
For example, an adversarial actor could shut off access 
to crucial energy management systems by exploiting 
unknown vulnerabilities in an AI system helping to 

manage electricity grids. The adversary would have 
much greater leeway to claim that the AI system 
simply malfunctioned if the nature of its malfunction 
remained opaque. Likewise, if an AI system were 
known to be opaque, an adversary could plausibly 
claim to be the source of a malfunction or to have the 
capability to cause a malfunction even if not true.

Finally, AI systems’ lack of explainability makes it 
far more difficult to troubleshoot and address other 
technical issues reliably, posing long-term chal-
lenges to ensuring AI systems’ integrity, including in 
high-risk domains. 

Integrating AI into Complex Systems

Integrating AI into complex systems presents an added 
layer of safety challenges that could have catastrophic 
effects. This aspect is often overlooked due to greater 
attention on the risks of new capabilities and technical 
issues, but there is good reason to believe that how AI 
tools are integrated into broader systems—including 
how human operators respond to systems in practice—
will be a key part of the risk profile for AI in high-risk 
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domains.92 Historically, mundane lapses of judgment 
and human operator errors have often been at the root of 
many automation-related tragedies, even if new technical 
capabilities and related technical flaws tend to dominate 
safety discussions. In light of this reality, “human-ma-
chine teaming” has emerged as a field of study to try to 
discern how the design of automation-enabled systems 
can best work with the cognitive and emotional par-
ticulars of diverse operators. Moreover, even if there 
are no flaws with how users or operators engage with 
AI tools, the introduction of powerful new automation 
apparatuses into broader, complex ecosystems can, 
and often does, produce a range of unintended conse-
quences—as with any transformative new technology. 
Given the seemingly limitless breadth of applications 
for AI tools, ensuring the safe deployment of models 
requires, in each case, ensuring that the AI model is well 
suited to its operators and that the combination of the 
AI tool with other broader ecosystems does not generate 
unforeseen hazards.

AUTOMATION BIAS
The term “automation bias” refers to the tendency for 
individuals to excessively trust or rely on automated 
systems’ determinations, sometimes to the detriment 
of performance.93 This can occur even when the system 
clearly contradicts prior knowledge, intuitions, or 
training. In one study, for instance, participants who 
observed a robot perform poorly in a navigation guidance 
task nonetheless all chose to follow the robot minutes 
later in a simulated emergency evacuation, including into 
a dark room with no discernable exits.94 

OPERATOR TRUST
Despite the tendency for individuals to exhibit overcon-
fidence in automated systems’ capabilities, there is also 
an opposite issue of ensuring that operators can maintain 
sufficient, appropriate trust in automated systems over 
time. A major emphasis of human-machine teaming 
research, ensuring appropriate amounts of operator 
trust for different types of AI-enabled systems, involves 
effectively communicating the systems’ capabilities and 
limits, as well as how they perform under a range of dif-
ferent circumstances and with different kinds of people 
or teams.95 As AI systems become more dynamic in their 
capabilities to execute complex tasks, the challenge of 
maintaining reliable, appropriate operator trust is likely 
to grow.96

Implications for Catastrophic Risk
Addressing issues associated with automation bias and 

operator trust is already a pressing issue in consequen-
tial systems. The U.S. Army identified automation bias 
as a root cause of a pair of tragic missile misfires in 2003 
related to target identification system errors, resulting 
in the deaths of two British lieutenants and an American 
lieutenant in two separate incidents.97 Though both 
cases are instances of friendly fire, it is not difficult to 
imagine a more dangerous scenario in which excess trust 
in a flawed automated weapons system could lead to an 
accidental attack on an adversary, catalyzing a cycle of 
rapid, violent escalation. Conversely, research by the 
Defense Advanced Research Projects Agency in collab-
oration with Marines has already highlighted the high 
importance of building appropriate operator trust with 
autonomous military systems in advance of conducting 
operations that would use such tools.98

These issues extend far beyond military systems, 
however. Any operator of high-risk systems could be led 
astray by misplaced confidence in an automated system’s 
erroneous determination, or could fail to effectively 
use high-impact systems due to insufficient trust in the 
system, to detrimental effect. As AI systems become 
more capable, the temptation to be overconfident in their 
determinations may grow for some applications, while 
maintaining sufficient confidence in their capabilities 
may be a challenge in others.

THE LUMBERJACK EFFECT
The “lumberjack effect” suggests that the more auto-
mated a system becomes, the more difficult it is for 
human operators to effectively respond to system fail-
ures.99 In other words, the higher the level of automation 
in a system, the harder it falls. An example of this is the 
2012 Knight Capital trading accident, in which a flaw 
in highly automated trading software ultimately led to 
more than $460 million in losses to the firm.100 Despite 
relatively early detection, the complexity of the system’s 
automation meant that its technicians needed more than 
20 minutes to discover how to remedy the issue, a glacial 
speed in the algorithmic trading world, and enough addi-
tional time for the system to make a total of four million 
trades at tremendous cost.101

ERODED SENSITIVITY TO OPERATIONS
Safety theorists have identified “sensitivity to opera-
tions” as one of five key traits that mark high reliability 
organizations (HROs), entities that have been remark-
ably effective in avoiding disasters.102 Sensitivity to 
operations means that operators maintain a real-time, 
integrated understanding of the full breadth of complex 
processes they are undertaking. As a result, they are able 
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to quickly respond to anomalies and can more readily 
make sense of unexpected situations. The introduction 
of automation into complex processes can predictably 
erode this sensitivity to operations by reducing the 
need for operators to actively engage with and monitor 
the processes and environment they are overseeing.103 
This dynamic was one of the key causes of the 2009 Air 
France 447 tragedy, as the pilots’ reliance on automated 
flight systems reduced their sensitivity to the flight’s 
operations, setting the stage for the crash that killed all 
228 passengers and crewmembers. In part stemming 
from the aircraft’s automated systems, the pilots failed to 
fully recognize the unusual environmental conditions in 
which they were flying.104 

DESKILLING AND ENFEEBLEMENT
As AI systems take over an expanding range of func-
tions and jobs that human operators once managed, the 
skills needed to manage those systems can atrophy—a 
process known as enfeeblement or deskilling.105 There 
is some precedent for this: in the aforementioned 2009 
Air France 447 crash, the French Civil Aviation Safety 
Investigation Authority cited an erosion of flight skills 
related to automation as a critical factor in the crash, 
because the pilots had insufficient experience navi-
gating the unusual conditions of their flight. According 
to analyses after the crash, the pilots would have likely 

gained these skills had they been trained on more flights 
that did not use such elaborate automation.106 

Implications for Catastrophic Risk
The lumberjack effect, eroded sensitivity to operations, 
and deskilling often overlap. Each degrades operators’ 
abilities to address problems related to AI systems as 
they inevitably emerge—whether because of the com-
plexity of the automation, reduced situational awareness, 
or atrophied skills to accomplish the automated task 
manually when necessary. All three tend to take root 
incrementally over time, as systems become more 
sophisticated and further remove operators from the 
operational environment, and technicians’ skills rust. 
The slow descent toward these problems makes them 
all the more insidious: at any one point, the extension of 
automation one step further in a process may make sense 
individually, but in aggregate can create environments of 
risk. Likewise, because the creep toward these issues is 
often slow and subtle, they are perhaps especially likely 
to affect high-risk systems when compared with other 
issues covered in this report. Whereas more obvious 
safety risks may receive considerable attention early 
on, these subtle, incremental challenges may only be 
noticed after it is too late. For this reason, as AI systems 
grow in reach and sophistication, engineers and system 
designers should be proactive in establishing practices 

French investigators inspect debris from Air France Flight 447 for clues on the causes of the tragedy. The investigators’ final report 
highlights both eroded sensitivity to operations and deskilling related to automation as key contributing factors. (Eric Cabanis/AFP via Getty 
Images)
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and methods to mitigate these risks over time, including 
ensuring that functional analogue backup systems exist 
in safety-critical areas. Ensuring analogue redundancy, 
thereby reducing dependence on new technologies in 
critical processes, is a practice that has been emphasized 
by cybersecurity experts for several years, with clear 
transferability to some AI applications.107 

TIGHT COUPLING
Tightly coupled systems are those in which constituent 
elements or processes within the system are directly and 
quickly responsive to one another, leaving little room for 
adjustment or flexibility. Such systems may be necessary 
to accomplish certain tasks requiring high efficiency, but 
run the risk of having cascading effects if errors cause 
malfunctions. Because of the close interconnectedness 
of tightly coupled systems, such malfunctions can be 
very difficult to disentangle from one another. A paradig-
matic example of tight coupling is the Three Mile Island 
accident, in which a rapid onset of confusing, interrelated 
failures obscured the root causes of malfunction related 
to loss of coolant in a nuclear reactor, resulting in a partial 
meltdown. Had the failures been less closely tied to one 
another in a system designed to give greater room and 
flexibility for intervention and oversight between pro-
cesses, it may have been much easier to recognize and 
address the core issue earlier.108

Implications for Catastrophic Risk
AI-powered automation can lend itself to tight coupling in 
systems as AI promises to speed up virtually all processes 
that require attention to complex details. But excess tight 
coupling in high-risk systems could make catastrophic 
events more likely across a range of domains by reducing 
the resiliency of these systems to errors, accelerating the 
impacts of errors across systems, and making the recog-
nition of errors more difficult. Without careful attention 
to the dynamics of tight coupling, AI could threaten to 
exacerbate risks in high-impact systems across domains. 

EMERGENT BEHAVIOR
Emergent behavior refers to unexpected behaviors or 
events that arise from the interactions between the parts 
of a complex system and its environment—especially if the 
behavior or event cannot be easily reduced to the indi-
vidual effects of those parts.109 To take a health example, 
if multiple medications are used to address multiple 
conditions in an individual, the intended effects of those 
medications might interact with one other in unex-
pected ways to produce still further effects beyond what 
was intended. 

A classic example of AI-related emergent behavior is 
the case of the 2011 flash crash, in which an unknown 
number of lightning-speed interactions between algo-
rithms temporarily wiped out approximately $1 trillion 
in stocks in a matter of minutes. Though the event is 
believed to have been catalyzed by misleading market 
behavior from one individual, the extent of the damage 
was caused by the complex interaction of well-func-
tioning algorithms playing off one another in ways that 
were simply not anticipated.110

Implications for Catastrophic Risk
The integration of multiple AI tools into complex 
systems such as financial markets lends itself to more 
safety issues related to emergent behavior.111 The 
current chair of the SEC has warned that the introduc-
tion of new AI tools into financial markets could lead 
to herding, a type of emergent behavior that can cause 
market instability and crashes.112 Finance and cyberse-
curity are obvious candidates for emergent behavior 
risks, as both domains could host multiple complex 
systems powered by AI tools that might play off one 
another in unexpected ways. But other domains could 
also be confronted with dangerous emergent behavior 
if multiple AI systems interact with one another, 
including weapons systems.

RELEASE AND PROLIFERATION 
The way that AI tools are released and proliferate can 
shape AI’s risk profile in a range of domains. These 
issues have sparked considerable debate in relation 
to foundation models like LLMs. Advocates of open-
sourcing models—making the underlying algorithms 
freely available—argue that open access to AI tools 
greatly accelerates the progress of AI research and can 
act as a hedge against AI companies amassing too much 
power as the sole proprietors of powerful tools.113 Critics 
worry that such open release of AI models could pose 
serious risks, not least that latent, dangerous capabilities 
(see pages 13–15) could be exploited by bad actors in, for 
example, malicious hacking. In this view, once a model 
is open-sourced, the proliferation of that model—and 
its capabilities—may not be containable, and therefore 
providing models through “structured access” and asso-
ciated safeguards is a preferable approach.114 Proponents 
counter that open-source approaches to many forms 
of software have helped improve their security and 
stability and may do so in the case of AI, and that open-
sourcing models may also provide incentives to develop 
more thorough safety mechanisms in models for open 
release.115 This debate is ongoing.116
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But the issues associated with the release and prolifer-
ation of AI tools are also broader than the debate about 
open-sourcing foundation models alone, with commer-
cial and scientific incentives shaping release strategies 
that vary between industries and domains. For example, 
how specialized dual-use scientific AI tools in biology 
are released represents another area of concern with 
significant implications for risks. Additionally, the formal 
release strategy of an AI tool does not always determine 
its proliferation. Meta, for example, intended to release 
one of its AI models only to researchers and civil society 
organizations on a case-by-case basis, but the model was 
leaked publicly online after only a week.117 Hackers and 
states may also seek to steal powerful AI tools for their 
own ends. These fears have been especially pronounced 
in relation to China, which has a track record of stealing 
sensitive intellectual property in an effort to catch up to 
and surpass the United States technologically. In March 
2024, a Chinese national was charged with stealing AI 
research trade secrets from Google.118 

Implications for Catastrophic Risk
AI tools with dangerous capabilities or hazardous 
technical deficiencies could be released in ways that 
drive up risks, particularly if such dangerous capabil-
ities proliferate widely. Combined with the fact that 
some capabilities are latent (see pages 14–15) and that 
some hazards emerge only when AI tools are inte-
grated into the broader environment, as detailed in the 
previous section, this heightens the relative importance 
of robust testing and evaluation capabilities to inform 
how AI tools should be appropriately released. But it 
also highlights the high priority of very strong security 
measures for developers that produce AI tools with 
potentially dangerous applications. Hacking groups or 
states such as China, Russia, Iran, or North Korea may 
seek to gain unauthorized access to AI tools or informa-
tion with dangerous applications, routing responsible 
release strategies altogether—and China has already 
demonstrated its proclivity to do so. Theft of AI tools by 
such actors, with malicious intentions to use dangerous 
capabilities or without a thorough understanding of the 
dangers associated with an AI tool, could greatly exacer-
bate the risks of misuse and accidents for such models.

Conditions of AI Development 

The conditions of AI development will inflect all the 
preceding dimensions of AI safety—determining the 
time, attention, and resources that are devoted to these 
issues. Though often difficult to address directly given 

their systemic nature, issues related to the con-
ditions of AI development are upstream of some 
safety challenges, and therefore represent some 
of the best opportunities for early intervention as 
catastrophic risks continue to take shape. Though 
corporate and geopolitical competition is often cited 
as the most prominent concern for ensuring safe-
ty-friendly conditions of AI development, it is far 
from the only one worthy of attention. Safety cultures, 
investment in safety research, social resilience, and 
engineers’ memory life cycles all play important 
parts in determining AI’s catastrophic risk profile in 
the years ahead.

CORPORATE AND GEOPOLITICAL  
COMPETITIVE PRESSURE 
As with technologies past, experts fear that com-
petitive pressures among both AI companies and 
governments can quickly lead to security dilemmas 
and races to the bottom on safety.119 Periods of par-
ticularly acute competition, such as heightened 
geopolitical tensions or aggressive commercial rival-
ries, can further exacerbate the issue. These pressures 
tend to predispose AI companies and governments 
alike toward pursuing speed and power over precau-
tions and safeguards where such tradeoffs exist.120 
One example from industry is Uber’s self-driving 
car unit, where a test vehicle struck and killed a 
pedestrian in 2018. Engineers disabled the vehicle’s 
emergency braking capabilities in 2017, compelled 
by competitive pressures to provide a smoother rider 
experience.121 In the case of states, foreign competition 
was a significant contributing factor to the Chernobyl 
meltdown: Soviet leaders selected the flawed reactor 
design that enabled the tragedy in part due to its dis-
tinctively Soviet development—as opposed to designs 
that borrowed more from American schematics—and 
as a quick and cost-effective option for expanding 
nuclear energy in the Soviet sphere of influence to 
keep up with the United States’ ambitions to spread 
nuclear power in the wake of Eisenhower’s “Atoms 
for Peace” speech.122

Implications for Catastrophic Risk
Escalating competitive pressures are already having 
effects on both corporate and state actors at the 
leading edge of AI development.123 Talk of an AI 
race between the United States and China is now 
commonplace, echoing some of the dynamics that 
characterized technology races between great powers 
in the past. One danger with historical precedent 
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is that inaccurate perceptions of adversaries’ capabili-
ties or intentions can distort safety priorities, which is 
all the more relevant today given the opaque nature of 
assessing and verifying AI capabilities compared with 
conventional military hardware.124 Appropriate caution 
also risks being sidelined if states fail to recognize that 
“superiority,” conceived of only in terms of capabilities, 
“is not synonymous with security.”125 Narrowly focusing 
on who is leading in AI competition in terms of technical 
capacity, without accounting holistically for the risks 
involved in developing and deploying powerful, high-
risk capabilities, can miss the forest for the trees. At the 
same time, the United States cannot risk falling behind 
its adversaries in critical areas of AI development. This 
is especially true in regard to China, which has a stated 
goal of supplanting the United States as the world leader 
in AI by 2030.126 Given that companies in both countries 
are leading the technology’s development, encouraging 
healthy corporate competition will likely be a strategic 
and economic priority for both nations, even as it can 
have adverse effects on safety.

Policymakers and corporate leadership must walk a 
fine line in ensuring that they remain competitive, but—
to the extent possible—avoid the systemic safety pitfalls 
that often accompany competitive pressures in high-risk 
domains. Of course, safety and competitiveness are not 
always at cross-purposes, and can be mutually reinforc-
ing.127 But there are good reasons for which competition 
is often cited as a primary contributor to concerns 
about AI-enabled catastrophic risks. It is not difficult 
to imagine AI companies, with large profits on the line, 
cutting corners in safety to accelerate AI development for 
systems used in high-risk applications. Nor is it difficult 
to imagine countries’ militaries speeding AI adoption to 
keep pace with one another in ways that exacerbate the 
risks of catastrophic accidents or miscalculations.

DEFICIENT SAFETY CULTURES
Cultures of safety vary considerably among organiza-
tions, industries, governments, and societies. Studies on 
HROs, for example, have demonstrated how a range of 
cultural traits in organizations can greatly impact the 
likelihood of large-scale accidents, including preoccu-
pation with failure, reluctance to simplify, sensitivity to 
operations, commitment to resilience, and deference to 
expertise.128 Certain industry-wide mentalities—such 
as those associated with Canadian-trained engineers, 
where initiation traditions heavily stress safety and 
responsibility—have also been noted to build greater 
safety awareness. This contrasts with other industries, 
for example in social media startups with their “move 

fast and break things” mentality that lends itself to 
reduced attention to safety.129 In terms of governments, 
autocracies are infamous for responding poorly to 
budding crises, often leading to catastrophic snowball 
effects.130 Finally, various societies exhibit a wide range 
of likelihoods for certain types of accidents and varying 
risk tolerances toward them, as indicated by differ-
ences in road traffic accident rates.131 As AI is developed 
and deployed in diverse contexts, these differences in 
safety cultures will inflect the safety and stability of the 
resulting systems. Safety cultures that are prone to acci-
dents are more likely to have AI-related accidents and 
mismanage their effects.

Implications for Catastrophic Risk
Considering the safety cultures in which AI tools are 
being developed and deployed is a significant, but often 
overlooked, priority for accurately assessing catastrophic 
risks associated with AI. While such an analysis is of 
relevance in a range of industry- and application-spe-
cific cultures, China’s AI sector is particularly worthy of 
attention and uniquely predisposed to exacerbate cata-
strophic AI risks.132 China’s funding incentives around 
scientific and technological advancement generally lend 
themselves to risky approaches to new technologies, 
and AI leaders in China have long prided themselves on 
their government’s large appetite for risk—even if there 
are more recent signs of some budding AI safety con-
sciousness in the country.133 China’s society is the most 
optimistic in the world on the benefits and risks of AI 
technology, according to a 2022 survey by the multina-
tional market research firm Institut Public de Sondage 
d’Opinion Secteur (Ipsos), despite the nation’s history of 
grisly industrial accidents and mismanaged crises—not 
least its handling of COVID-19.134 The government’s 
sprint to lead the world in AI by 2030 has unnerving 
resonances with prior grand, government-led attempts 
to accelerate industries that have ended in tragedy, as in 
the Great Leap Forward, the commercial satellite launch 
industry, and a variety of Belt and Road infrastructure 
projects.135 China’s recent track record in other high-
tech sectors, including space and biotech, also suggests 
a much greater likelihood of catastrophic outcomes.136 
Taken together, the AI-related catastrophic risks from 
China are particularly acute, with effects that could 
spread well beyond the country.

SYSTEMIC UNDERINVESTMENT IN TECHNICAL SAFETY 
RESEARCH AND DEVELOPMENT
Any combination of economic incentives, underesti-
mation of risks, or misaligned interests between the 
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builders of AI and its users could lead to systemic under-
investment in technical AI safety capabilities relative to 
overall capabilities, as some argue is already the case.137 
Even though a number of leading AI labs have made safety 
research and development (R&D) a major priority, and the 
United States, United Kingdom, and Singapore have each 
established AI safety institutes, ensuring an appropriate 
balance between general AI capability research and safety 
research will be an ongoing challenge.138 

Implications for Catastrophic Risk
Over time, a widening differential between general capa-
bility development in AI and technical safety development 
creates conditions more conducive for catastrophes. If 
safety capabilities fail to grow commensurately with 
general capabilities, the allure of integrating AI into more 
complex, consequential systems will climb even as the 
ability to ensure the trustworthiness of those systems 
declines. For example, if AI tools become so effective at 
predictive maintenance that they are increasingly relied 
upon for critical infrastructure management—but capa-
bilities to ensure that their determinations are sufficiently 
calibrated or robust remain underdeveloped (see page 
16)—critical infrastructure may become increasingly 

vulnerable to detrimental failures. Similarly, if vulner-
abilities in AI-assisted coding tools are insufficiently 
recognized but are nonetheless rapidly adopted for their 
otherwise high-performance value, widespread coding 
flaws could create high-impact cyber vulnerabilities.139

SOCIAL RESILIENCE 
Societies may be more or less resilient to different kinds 
of threats, including AI-related threats. Among the AI 
risks discussed in this report, social resilience has tended 
to be most emphasized in relation to AI-fueled disinfor-
mation. As foreign adversaries grow their information 
operations abroad, the degree to which disinformation 
campaigns are effective depends on how susceptible 
target populations are. Facing acute disinformation 
threats from China and Russia, respectively, the govern-
ments of Taiwan and Estonia have both involved their 
citizenries in campaigns to counter disinformation, 
thereby increasing the resilience of their populations.140 
Experts, including in the U.S. government, have also 
championed a variety of methods to improve digital 
literacy as a means to shore up social resilience to face 
increasingly sophisticated misinformation tactics, 
notably “prebunking” misinformation: inoculating pop-
ulations to disinformation by pre-exposing them to weak 
forms of disinformation.141

But social resilience is broader than disinformation 
alone, and can influence the outcomes of a number of 
crisis scenarios. For example, the Ukrainian govern-
ment’s preexisting government digitization efforts 
inadvertently helped build its society’s resistance to 
attacks on its critical infrastructure and government 
services, because citizens were already equipped with 
fast, adaptable systems to communicate with the gov-
ernment via phone apps when normal channels of 
communication were disrupted.142

Implications for Catastrophic Risk
Societies’ relative resilience to degraded media ecosys-
tems could have considerable effects on states’ ability 
to respond to crises—influencing the degree to which 
smaller-scale crises can be effectively curbed from 
becoming full-blown catastrophes, or how great the 
overall impacts of a catastrophe become. As the full 
impacts of AI on societies’ information environments 
take shape, promoting social resilience to misinformation 
or disinformation may be a critical element of mitigating 
catastrophic risks. Beyond AI’s impacts on media eco-
systems, social resilience to threats related to AI across 
other domains is an important feature to monitor as 
catastrophic AI risks continue to evolve.

U.S. Secretary of Commerce Gina Raimondo announced the U.S. 
AI Safety Institute at the AI Safety Summit at Bletchley Park on 
November 1, 2023. (Leon Neal via Getty Images)
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ENGINEERING MEMORY LIFE CYCLES 
Fading memories of the safety dynamics of certain engi-
neering techniques over time tend to result in recurrent 
design faults. Sometimes these seem to occur at regular 
intervals: for example, in the world of large-scale bridge 
engineering, observers have noticed that a major collapse 
occurs roughly every 30 years.143 Since this observation 
was made, experts have contested how regular or robust 
these cycles are, but have generally corroborated the 
underlying dynamics that drive the engineering failures 
in question.144 A core feature of the issue is related to 
talent life cycles: generations of engineers with experi-
ence in a particular set of problems naturally phase out 
over time, leaving a generation that has never had to 
directly confront that set of issues. Additionally, slow, 
incremental changes in engineering techniques can 
cause attention to some types of failures to diminish over 
time, further elevating the risks of insufficient attention 
to seemingly dated concerns. 

Implications for Catastrophic Risk
As AI development progresses at blistering speeds, 
ensuring appropriate attention to the full range of AI 
safety issues—including older, seemingly “solved” ones—
will remain a challenge, especially as older generations 
of machine learning engineers phase out. Additionally, as 
AI tools are deployed into a wide range of domains, safety 
engineers within each must appropriately address novel 
safety issues associated with AI, while simultaneously 
not neglecting more conventional safety challenges that 
are often overlooked amid rapid change. Failure to do so 
in high-risk systems could lead to serious—if seemingly 
mundane—malfunctions with large-scale effects.

Further Considerations

hough necessary to explain these dimensions and 
issues individually, in practice it is best to consider 
them in combination. This is not only because 

the boundaries between categories often blur, but also 
because the historical analysis of accidents, disasters, 
and catastrophes suggests that crises tend to result from 
multiple flaws, mistakes, or errors occurring in conjunc-
tion with one another.145 For example, simple technical 
failures on an AI system’s embedded safety features 
could allow models to manifest dangerous new capabil-
ities that its creators attempted to suppress. Some new 
dangerous capabilities may not emerge unless a tool is 
integrated into a complex ecosystem—and unknown 
technical faults might be compounded if a tool is inte-
grated into a broader system. 

The launches of LLMs since 2022 constitute one 
example of these dynamics in action on a limited scale, 
including OpenAI’s GPT-3.5, Anthropic’s Claude, 
Google’s Bard, and Meta’s Llama 2. Each company 
sought to embed safety features into their products to 
suppress the harmful content that their models could 
produce, but technical deficiencies in those features 
meant that many users were able to circumvent them to 
access harmful capabilities. Though companies antic-
ipated their models’ tendencies to “hallucinate” false 
facts, it took deployment into the broader information 
ecosystem to see the full effects of hallucinations. For 
example, after one LLM-powered chatbot hallucinated 
that a professor at George Washington University 
sexually harassed a student, another LLM-powered 
chatbot repeated the error, incorrectly citing as evidence 
an article in which the professor defended himself 
from the false accusation from the first chatbot.146 Such 
hallucinations can be both personally damaging and, 
evidently, mutually reinforcing. Hypothetically, if any of 
these LLMs’ coding abilities include unidentified tech-
nical deficiencies that produce consistent errors, their 
adoption among coders could introduce systemic cyber 
vulnerabilities, as explored in the previous section of this 
report, “Systemic Underinvestment in Technical Safety 
R&D.” Already, there has been much discussion about 
how competition among frontier AI labs to release ever-
more powerful models has fueled safety compromises.147 
While illustrative, none of these recent examples comes 
close to catastrophic levels of impact. But other systems 
could—some, perhaps, in the not-too-distant future, 
pending when and how they are integrated into conse-
quential systems and processes. 

Perhaps the most underappreciated feature of 
emerging catastrophic risks related to AI from this 
report is the outsized likelihood of AI catastrophes 
originating in China. In addition to having to grapple 
with all the same safety challenges that other AI eco-
systems must address, China’s broader tech culture is 
prone to crisis due to its government’s chronic mis-
management of disasters, censorship of information on 
accidents, and heavy-handed efforts to force techno-
logical breakthroughs. In AI, these dynamics are even 
more pronounced, buoyed by remarkably optimistic 
public perceptions of the technology and Beijing’s 
gigantic strategic gamble on boosting its AI sector to 
international preeminence. And while both the United 
States and China must reckon with the safety challenges 
that emerge from interstate technology competitions, 
historically, nations that perceive themselves to be 
slightly behind competitors are willing to absorb the 
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greatest risks to catch up in tech races.148 Thus, even 
while the United States’ AI edge over China may be a 
strategic advantage, Beijing’s self-perceived disadvan-
tage could nonetheless exacerbate the overall risks of an 
AI catastrophe.

Failure to recognize the much more severe cata-
strophic risks of AI development in China could have 
dramatic consequences for U.S. national security. None 
of the most pressing catastrophic risks associated with 
AI discussed in this report are likely to respect national 
borders—whether AI-enabled bioterror pathogens 
spreading across the globe, AI-powered cyberattacks 
spinning out of control over the internet, or next-gen-
eration AI derailing intertwined financial markets. 
AI-enabled military decision systems going awry 
in China could also have very direct impacts on the 
United States. 

Focusing risk mitigation efforts on areas where the 
scope for intervention is widest makes sense only to a 
point. Resources and thought must also be commen-
surate with the largest areas of risk, even if addressing 
those areas is far more difficult. Arguably, the discourse 
around managing catastrophic risks related to AI is 
heavily skewed toward addressing risks in open societies, 
despite China housing the most acute hazards. Though 
catastrophic risks related to AI are highly relevant across 
societies—and especially in the innovation-leading 
United States—a more holistic approach suggests that 
China-specific risks demand far more attention than 
they currently receive. 

Recommendations

hile a broad range of experts are working to 
address the issues presented in this report, 
there remains much more to be done, both in 

terms of better understanding the nature of catastrophic 
risks related to AI and in terms of developing viable 
remedies. Given the rapid development and deployment 
of the technology into an ever-broader range of appli-
cations, the study of catastrophic risks related to AI will 
also require continuous reassessment in the light of new 
developments. As a starting point, the following courses 
of action would put national security practitioners 
on firmer footing as they aim to address large-scale 
emergent risks of AI in the years ahead.

AI companies, government officials, and journalists 
should be more precise and deliberate in their use of terms 
around AI risks, particularly in reference to “catastrophic 
risks” and “existential risks.” 

Confusion between the two categories does a disservice 
to both and can occlude the very real catastrophic risks 
facing national security practitioners in the years to 
come. The divisive debate around existential risks need 
not complicate the necessary and more near-term con-
versation around preparing for AI-enabled catastrophic 
risks in national security domains. Moreover, greater 
attention to catastrophic risks could help better illumi-
nate polarized debates on existential threats by showing 
more concretely how highly destructive events might or 
might not result from AI development and deployment. 
The UK House of Lords set an example of how to do 
this well in its recent report on generative AI, in which 
it provides clear definitions for different levels of crises, 
and clearly distinguishes catastrophic risks from existen-
tial risks, offering assessments for the likelihood of each 
separately.149

Building on the Biden administration’s 2023 executive 
order on AI, relevant government agencies should more 
holistically explore the risks of AI integration into 
high-impact domains such as biosecurity, cybersecurity, 
finance, nuclear command and control, critical 
infrastructure and high-risk industries, as well as public 
communications.

 Given the gravity of AI systems’ potential impacts and 
current pace of progress, even seemingly small likeli-
hoods of catastrophic events related to AI should merit 
sober analysis from the departments of Defense, State, 
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and Homeland Security. Due to the nascent stage of AI 
deployment in many of these areas, there continue to be 
“unknown unknowns” about risks, requiring capacity 
building and investments in resilience at multiple levels 
of government. As the technology continues to rapidly 
evolve, government assessments of catastrophic risks—
beginning with those identified in the 2023 executive 
order—should be regularly updated, and extend beyond 
concerns over new capabilities and technical faults to 
also consider the often-overlooked dynamics of how AI’s 
integration into complex systems and its conditions of 
development in different areas may contribute to safer 
or riskier outcomes. Given that these dimensions of 
catastrophic risk are often underappreciated, govern-
ment agencies should ensure that AI safety research in 
these areas receives sufficient attention, either through 
funding opportunities specific to them or through explic-
itly requesting that projects or research into catastrophic 
AI risks include these elements. National security prac-
titioners, AI labs, and industry authorities alike should 
pay special attention in instances where AI is deployed in 
new fields both inside and outside government, espe-
cially in cybersecurity, finance, nuclear command and 
control, and high-risk industries. Finally, the agencies 
and departments tasked with managing crises, such as 
FEMA, the Defense Threat Reduction Agency (DTRA), 
and the Centers for Disease Control and Prevention, 
as well as those tasked with examining the impacts of 
emerging technologies such as the Office of Science 
and Technology Policy, should regularly assess how 
evolving AI tools in the media ecosystem are changing 
the state’s ability to respond to disasters and catastrophes 
(whether AI-related or not), and the public’s resilience to 
AI-related media distortions. 

Policymakers should support enhanced development 
of safety tests and evaluations for foundation models’ 
capabilities. 

Research into safety evaluations for foundation models is 
still maturing: approaches vary widely between organi-
zations, new techniques for better eliciting capabilities 
are continually being discovered, and results can be 
sensitive to minor adjustments in methods.150 As founda-
tion models become more sophisticated and capable, the 
continuing inability to confidently ensure their perfor-
mance is a long-term hazard that could exacerbate a 
variety of catastrophic risks associated with AI over time, 
especially risks related to enabling bioweapons, runaway 
cyberattacks, and more general loss of control issues. 
The ongoing debate about open-source release of models 

would also benefit greatly from better clarity around 
safety tests and evaluations for foundation models’ capa-
bilities. Policymakers should provide sustainable funding 
to the National Institute of Standards and Technology’s 
U.S. AI Safety Institute, as well as to external R&D 
for evaluations in areas where it is apparent that the 
available approaches are not keeping pace with model 
capabilities and risks.

The departments of Defense, State, and Homeland 
Security should plan for AI-related catastrophes 
originating abroad that might impact the United States, 
and seek to mitigate those risks by bolstering American 
resilience in key domains. 

Catastrophes often defy national boundaries. In the age 
of AI, biological, financial, military command, and cyber 
catastrophes could all have cascading effects well beyond 
an originating country’s borders. The United States 
must be prepared for such scenarios, and help other 
governments understand the contributing factors to AI 
catastrophic risks. Teams that monitor high-risk threats 
abroad, such as the Department of Defense’s DTRA, and 
the Department of State’s Office of the Nonproliferation 
and Disarmament Fund and Office of Emerging Security 
Challenges, have an outsized role to play in ensuring 
American preparedness for catastrophic events. They 
must ensure that adequate information-sharing and 
coordination mechanisms exist among them to track cat-
astrophic AI risks abroad. Analysis of such threats should 
holistically consider all the dimensions of AI catastrophic 
risk, including AI’s integration into complex systems and 
the conditions of its development. Such analysis should 
carefully consider the cultures and incentives of techno-
logical development in other countries, most of all China, 
given the country’s AI capabilities and unique risks. 

The United States and allies must be proactive 
in establishing catastrophe-mitigation measures 
internationally where appropriate. 

The United States has taken a leading role in promoting 
responsible AI norms in autonomous weapons, and 
in pushing China for clear limits on the role of AI in 
nuclear command.151 However, there are more areas that 
would benefit from robust coordination among coun-
tries on safety measures, not least related to biosecurity. 
The United States should work closely with allies and 
partners to monitor threats, share best practices on 
risk reduction, and bolster cooperation in the event of 
AI-related catastrophes. Additionally, the United States 
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should recognize that building international AI safety 
norms requires more than safeguards and agreements, 
particularly as China works to build out the world’s AI 
ecosystems concurrently with Western-led diplomatic 
efforts in AI safety.152 Given the safety issues endemic 
to China’s technological efforts, the United States will 
likely have to compete with China in building out AI 
ecosystems globally to be effective in establishing inter-
national safeguards to mitigate the risks of catastrophic 
outcomes.153 American AI companies should cooperate 
with these efforts and explore further opportunities to 
collaborate internationally with peer corporations on 
catastrophe mitigation. To that end, industry collabora-
tion with Chinese counterparts specifically should be a 
high priority. Establishing strong international industry 
safety norms may be one of the few viable avenues to 
help reduce the outsized risks of AI catastrophes orig-
inating in China, and has already shown some signs of 
initial progress.154

Conclusion

atastrophic risks related to AI occupy a fraught 
position in public discourse about the technology. 
The historical record of international technolog-

ical competition suggests that developing advanced AI 
capabilities is both indispensable to U.S. economic and 
military competitiveness and a source of potentially 
devastating national catastrophes. Current applications 
of existing advanced AI tools do not significantly alter 
any one catastrophic risk scenario facing the United 
States, but public fear about catastrophic AI risks 
nonetheless remains considerable—in part due to the 
technology’s rapid advancement and the frequent con-
flation of “catastrophic” with “existential” risks.

Despite the confusion from these tensions in termi-
nology, disentangling the dynamics of AI’s catastrophic 
risks can, ultimately, be cause for optimism: the features 
of catastrophic risks related to AI are varied and 
complex, but largely manageable—as long as policy-
makers pay sufficient attention to all the dimensions 
of safety as AI systems progress. The considerable 
attention that has already been devoted to the issue 
in advance of more high-risk tools and applications 
suggests that policymakers are taking these risks very 
seriously. That being said, the most challenging risks 
for the foreseeable future may well be those from 
China’s AI ecosystem, where a combination of factors 
makes robust AI safety far more difficult to achieve, and 
where the United States’ influence on AI development 
is most limited. 

For national security practitioners, catastrophic 
risks related to AI demand continued attention as the 
technology evolves, and necessitate an approach that 
accounts for the fact that while catastrophes are unlikely, 
even one would be intolerable. Keeping one step ahead 
of emerging risks is therefore imperative. But as they 
maintain a sober appreciation for the severe national 
security consequences of AI catastrophes, policymakers 
must also ensure that a fixation on worst-case scenarios 
does not stifle ambitions to safely realize AI’s vast 
potential. To the contrary, ensuring resilience to AI’s cat-
astrophic risks should go hand in hand with ambitiously 
pursuing the immense benefits of AI for American com-
petitiveness and security. 
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